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Abstract: This paper produces the results of an attempt which has been made to evaluate the neural network based 
classification techniques. Artificial neural network based classification techniques are proposed in our previous works. They 

are applied on various data sets and their classification performance is compared here. Six neural network techniques: 

Modified Multilayer Perceptron Network-Supervised and Modified Multilayer Perceptron Network-Unsupervised, Ensemble 

of Modified Multilayer Perceptron Network-Supervised, Ensemble of Modified Multilayer Perceptron Network-
Unsupervised, Stack of Modified Multilayer Perceptron Network-Supervised and Stack of Modified Multilayer Perceptron 

Network-Unsupervised are compared. All the six techniques are compared with the conventional classification algorithm 

Multilayer Perceptron Neural Network. Bench mark data sets such as BUPA liver diagnosis, Australian credit card, Diabetes 

are used for the experiments. In addition to that library users‟ feedback data set is generated and used. Performance metrics  
such as accuracy, F-measure and error rate are considered for the evaluation of neural network classifiers. 
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1. INTRODUCTION 
 

In the past two decades, the artificial neural networks (ANN) are widely applied for classification problems [1]. 

Classification analysis is referred simply as „classification‟ in the field of data mining. Classification is one of 

the major tasks of data mining. It is the process of categorizing the data hooked on the different labels based on 

certain criteria.  Criteria for respective labels are defined well in advance. If the number of class labels is two, it 

is referred as binary classification [1-2]. If the number of class labels is more than two, it is referred as 

multiclass classification. Classification analysis can be carried out on any type of data such as numeric, text, 

image, audio, and video [3, 4]. During the classification process, one part of preprocessed data set will be fed 

into the classifier to train the classifier to make accurate categorization. This stage is called training phase. 

Training will be continued until the convergence point is reached. Once the training phase is completed, the 

remaining amount of data will be fed into the classifier to verify the performance of classifier [19]. This is called 

testing phase. Training and testing are carried out during the implementation of any classifier. If any 

unconstructive aspect is found at either training or at testing phase, the corrective actions will be carried out 

[20]. Due to this approach, classification analysis is also referred as supervised learning method. The actual 

performance of the classifier will be decided based on the performance of testing phase [4-7, 21].  

Three major types of classification algorithms are recurrently applied irrespective of fields of study. They are 

conventional statistics, tree based algorithms and soft computing algorithms. Artificial neural networks are one 

of the soft computing techniques and applied frequently for classification [8, 20]. Soft computing techniques or 

algorithms are often mentioned as evolutionary algorithms, machine learning techniques and bio-inspired 

computing techniques, because the neural networks resemble the learning behaviour of biological neurons of 

human [22-23]. ANNs are proved as efficient classifiers and predictors through the rigorous researches across 

the various domains [9, 21]. This paper is the outcome of a comparative study of some significant artificial 

neural network classifiers. 

2. DESCRIPTION OF DATASETS 

Three data sets are taken from the UCI repository website and another data set is generated manually. Details of 

data sets are represented in Table 1. For the fourth data set, questionnaires were distributed and responses were 

collected from the users of the four college libraries. They are: Dr.NGP Arts and Science College Library, 

Dr.NGP Institute of Technology Library, KMCH College of Nursing Library and KMCH College of Pharmacy 

Library. Collected data were processed and analyzed by using artificial neural network technique.  The 

questionnaire contains twenty four questions and distributed over four major attributes of library services such 

as collection of study materials, services, electronic information sources and infrastructural facilities. The 

responses were collected in five point scale. Responses related to a particular attribute were merged in order to 
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simplify the data sets. The final version of the datasets consist numeric values which represent five attributes of 

library service [10, 12]. 

Table 1 - Details of Datasets 
Sl. 

No. 
Name of Dataset  

No. of 

Records 

No. of 

Attributes 

No. of 

Classes 

Description of 

data 

Source 

1 Australian credit 

approval 

690 14 2 Customers‟ 

transaction data 

UCI Repository 

2 BUPA Liver 345 6 2 Results of 

blood tests of 

patients  
3 Diabetes 768 8 2 

4 Library users‟ 

feedback 

400 5 2 Feedback  on 

various aspects 

of library 

Collected 

through 

questionnaire 
 

3. ARTIFICIAL NEURAL NETWORK CLASSIFIERS 

 

For this research, six multilayer feed forward neural networks were constructed by using Python programming 

language. The conventional multilayer perceptron neural network is modified. The Modified Multilayer 

Perceptron Network-Supervised (MMPN-S) and Modified Multilayer Perceptron Network-Unsupervised 

(MMPN-U), Ensemble of Modified Multilayer Perceptron Network-Supervised (eMMPN-S), Ensemble of 

Modified Multilayer Perceptron Network-Unsupervised (eMMPN-U), Stack of Modified Multilayer Perceptron 

Network-Supervised (sMMPN-S) and Stack of Modified Multilayer Perceptron Network-Unsupervised 

(sMMPN-U) are implemented and compared here for effective data classification [10-12]. Generally the 

conventional multilayer perceptron network will have single hidden layer, but in these methods two hidden layer 

are built and the learning techniques are modified [13-15]. There are four layers in the proposed neural network 

architectures. The first layer contains a set of input neurons. Input data are fed in this layer. The second and the 

third layers are referred as hidden layers and the learning processes are completed here. The fourth layer is the 

output layer in which the final decision that is the classification [16-18]. 

 

A. Modified Multilayer Perceptron Network-S (MMPN-S) 

 

Since the proposed technique is a machine learning method, training is important for a newly built neural 

network. After certain amount of training is given the network learn and work accordingly. MMPN-S consists 

four layers and all the neurons of consecutive layers are interconnected. This is a supervised artificial neural 

network. Every layer is built by certain number of neurons and each layer has its own task. The first layer is an 

input layer and the last one is output layer. Intermediate layers were used to analyze the data [8, 10].  

 

B. Modified Multilayer Perceptron Network-U (MMPN-U) 

 

MMPN-U is an unsupervised artificial neural network, hence training is not required. As in MMPN-S, MPPN-U 

also consists four layers; neurons of consecutive layers are interconnected, built by using certain number of 

neurons, and each layer has assigned separate task. The first layer is input layer and the last is output layer. 

Intermediate layers are used to analyze the data [9, 10].  

 

C. Stack of MMPN-S (sMMPN-S) 

 

Input weights vectors are fed into the first layer and in the second layer, the Euclidian distance among the 

weights is calculated to get better grouping. Perceptron learning rule is applied repeatedly in the third, the fourth 

and the fifth layers in order to enrich the training of the classifier. The final classification result is derived 

through the output layer [8, 10, 11] 

 

D. Stack of MMPN-U (sMMPN-U) 

 

Input weights vectors are fed into the first layer and in the second layer, the Euclidian distance among the 

weights is calculated to get better grouping. Maxnet activation function is applied repeatedly in the third, the 

fourth and the fifth layers in order to produce the accurate classification. The final classification result is derived 

through the output layer [9-11]. 
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E. Ensemble of MMPN-S (eMMPN-S) 

 

Input weights vectors are fed into the first layer and in the second layer, the Euclidian distance among the 

weights is calculated to get better grouping. Perceptron learning rule is applied in the third layer. The final 

classification result is derived through the output layer. The consolidate result is produced by the ensemble at 

the end [8, 10, 11]. 

 

F. Ensemble of MMPN-U (eMMPN-U) 

 

Input weights vectors are fed into the first layer and in the second layer, the Euclidian distance among the 

weights is calculated to get better grouping. Maxnet activation function is applied in the third layer. The final 

classification result is derived through the output layer. The consolidate result is produced by the ensemble at 

the end [9-11]. 

 

4. EXPERIMENTS AND RESULTS 

 

The table 2, table 3, and table 4 represent the classification results in terms of performance metrics. The 

classification performance of the techniques is measured by the values of accuracy, F-measure and Mean 

Squared Error based on classified values as follows.  

 Accuracy = (TP + TN) / (TP + FP + TN + FN), Precision =TP / (TP + FP),  

 Recall =TP / (TP + FN),  

 F-measure = (2 * Precision * Recall) / (Precision + Recall). 

 TP = True positive, FP = False positive, TN = True negative, FN = False negative. 

 -    Here   is a vector of classifications, and  is the vector of observed values 

corresponding to the inputs to the function which generated the classifications. 

 

Table 2: Accuracy of all the classifiers 

Data sets MPN MMPN-S MMPN-U sMMPN-S sMMPN-U eMMPN-S eMMPN-U 

Australian Credit 

Approval 
       

BUPA Liver        

Diabetes        

Library Users' 

Feedback 
       

 

Table 3: F-Measure of all the classifiers 

Data sets MPN MMPN-S MMPN-U sMMPN-S sMMPN-U eMMPN-S eMMPN-U 

Australian Credit 

Approval 
       

BUPA Liver        

Diabetes        

Library Users' 

Feedback 
       

 

Table 4: MSE of all the classifiers 

Data sets MPN MMPN-S MMPN-U sMMPN-S sMMPN-U eMMPN-S eMMPN-U 

Australian Credit 

Approval 
       

BUPA Liver        

Diabetes        

Library Users' 

Feedback 
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5. COMPARISON OF ARTIFICIAL NEURAL NETWORK CLASSIFIERS 

 

Based on the performance metrics for classification, all these neural networks are evaluated and compared. 

Since multiple data sets are used for evaluation, the techniques are compared based on average value of 

respective measures. Fig.1, Fig.2, and Fig.3 represent the average values of performance metrics accuracy, F-

measure and mean squared error respectively. 

 

 
Figure 1. Average accuracy of classifiers 

 

 
Figure 2. Average F-measure of classifiers 

 

 
Figure 3. Average mean squared error of classifiers 
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6. CONCLUSION  

The concluding remarks are derived out of the experiments and results. Modified multilayer perceptron 

networks have produced better performance when compared with traditional multilayer perceptron network. It is 

proved that accuracy and overall performance (F-measure) can be improved by applying stack and ensemble 

techniques. sMMPN-S, sMMPN-U and eMMPN-U are found better among all other techniques. The proposed 

neural network classifiers are performed efficiently with all the four data sets and produced better results than 

the traditional method. They have reduced the error rate also. Further, hybrid techniques, ensemble methods, 

and other soft computing techniques shall be useful to in order to obtain more accuracy in classification 

performance. 
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